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Abstract
To estimate the population proportion of a stigmatizing attribute use of auxiliary information in randomized response studies is rarely seen except a few studies including Zaizai (2006) and Diana and Perri (2009, 2010). Further, the use of higher order moments of auxiliary variable has not been made in the estimation of proportion of a stigmatizing attribute. To the best of our information there exists only one study by Singh and Chen (2009) concerning the estimation of proportion of a sensitive attribute through the use of higher order moments of scrambling variable but not the auxiliary (supplementary) information. With this thought of using auxiliary information with higher order moment a general class of estimators of population proportion has been anticipated which works outstandingly well than the most recent class recommended by Diana and Perri (2009).
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1. Introduction
In medical, sociological, psychological or human behavior studies surveys are now becoming popular to have timely and reliable estimates of proportion of individuals in the population possessing a sensitive attribute. In social, medical or economic surveys on sensitive traits obtaining reliable data has emerged as a challenging issue especially in socio-economic and behavioral studies since making reliable and valid inferences mainly depends upon the reliability of the data. Warner (1965), for the first time studied this issue and proposed an ingenious method, called randomized response procedure, to procure honest data for estimating proportion of a sensitive attribute. The initiative of randomizing the response was further enhanced by many researchers to the estimation of mean/proportion of a sensitive quantitative/qualitative variable. To date there is a wide range of randomized response models to estimate the proportion of a sensitive variable/attribute. Indeed, the use of Randomized Response (RR) models is made as a device to cut the ambiguous answer bias and, of course, to impart privacy protection to the respondents in order to get them ready to reveal their response truthfully.


It has been discussed by several authors that the auxiliary information can be used to acquire estimators with improved precision (see Cochran (1977) and Singh (2003)). The auxiliary information can be used in two ways. As a first use it is brought into study at design stage of a survey and secondly it may be explored at the estimation step of a survey. As far as the Randomized Response Models (RRMs) are concerned, there exists a small amount of articles utilizing the auxiliary information at estimation stage. For instance, Zaizai (2006), Van den Hout et al. (2007), Diana and Perri (2009) and Diana and Perri (2010). Also the studies by Chaudhuri and Mukerjee (1988), Allen and Singh (2001) and Grewal et al. (2005-2006) are some of studies which are based on utilizing auxiliary information at the design stage. In spite of using first order moments of auxiliary information in randomized response study, to the best of our knowledge, however, the idea of making use of second or higher order moments of the auxiliary (supplementary) information is to be taken in consideration. Though a broad review of articles on randomized response techniques we could find only one article by Singh and Chen (2009) which is based on making use of second order moments of scrambling variable in estimation of proportion of a sensitive attribute.
Further, again, to our knowledge Diana and Perri (2009) proposed class of estimators remains the best one among the class of estimators utilizing auxiliary information. In fact, Diana and Perri (2009) proposed a regression estimator in order to improve Zaizai (2006) study which suggests the use of a ratio estimator. Diana and Perri (2009) concluded that with single auxiliary variable their estimator is best in the class so further proliferation is not needed. However they indicated that more efficient estimator might be worked out using more than one auxiliary variable and/or using the information on the variability or shape of the auxiliary variables. Motivated by Singh and Chen (2009) and borrowing the idea of higher order moments of auxiliary variable from Diana and Perri (2009) we plan to study a general class of unbiased estimators in terms of its precision. Prior to formally exploring this idea, it is reasonable to discuss the Diana and Perri (2009) class of estimators in the Section to follow. Then we will present proposed class of estimators in the Section 3. In Section 4, we will showcase the comparisons and conclusions of our study.

2 Diana and Perri Estimator

Diana and Perri (2010) proposed a very motivating and efficient class of estimators making use of the auxiliary information. Their work is actually the extension of the proposal by Zaizai (2006). The Class of estimators proposed by Diana and Perri (2009) may be briefly outlined as given below.

Let \( I = \{i_1, i_2, \ldots, i_N\} \) be a finite population of individuals who can either be classified into a sensitive group of individuals possessing a sensitive attribute \( S \) or to its complementary group of individuals not possessing the attribute \( S \). Let \( Y \) be a binary variable assuming value 0 if a particular individual does not possesses the sensitive attribute \( S \) and the value 1, otherwise. The problem of interest is to estimate the population proportion \( \pi = N^{-1} \sum_{j=1}^{N} Y_j \). Let \( X \) be a non-sensitive auxiliary variable (qualitative or quantitative) with known mean \( \mu_X \) and variance \( \sigma_X^2 \) respectively. To estimate the proportion \( \pi \) a sample of size \( n \) is drawn from the population using simple random sampling with replacement and each selected individual is provided a randomization device through which a randomized answer on sensitive attribute \( S \) and a true value on the auxiliary variable \( X \) are obtained. Any randomization device with probability of a \( \text{yes} \) answer given by

\[
\theta = g \pi + f, \tag{1}
\]

may be used for this purpose. Here \( f \) and \( g \) are the known constants. For instance, if Warner (1965) randomization device consisting of the two statements: (i) “I possess the sensitive attribute \( S \)” and (ii) “I do not possess the sensitive attribute \( S \)”, with probabilities \( P \) and \( (1-P) \), is used then the probability of a \( \text{yes} \) answer is given by \( \theta = (2P-1)\pi + (1-P) \) with \( g = (2P-1) \) and \( f = (1-P) \). This is the randomization device actually used by Zaizai (2006). For the values of the constants \( g \) and \( f \) under different randomization devices one can be referred to Diana and Perri (2009). Let \( Z_j \) be the binary response of the \( j^{th} \) respondent, obtained through a given randomization device, taking value \( \text{yes} \) (1) or \( \text{no} \) (0) with probability \( \theta \) and \( (1-\theta) \), respectively, and \( (z_1, x_1), (z_2, x_2), \ldots, (z_n, x_n) \) be the pairs of responses. Then Diana and Perri (2009) class of estimators is given by

\[
\hat{\mu}_D = \frac{\bar{z} - f}{g}, \ g \neq 0, \tag{2}
\]

where \( \bar{z} = \bar{z} + b(\mu_X - \bar{x}) \), \( \bar{x} = n^{-1} \sum_{j=1}^{n} x_j \); \( \bar{z} = n^{-1} \sum_{j=1}^{n} z_j \) such that \( E(\bar{z}) = \theta \) and \( E(\bar{x}) = \mu_X \); \( g \) and \( f \) are constants depending the \( RR \) model used and \( b \) is linked to the efficient use of auxiliary variable. It is to be noted that if \( b = 0 \) then there will be no use of auxiliary information.

The variance of the estimator in (2) is given by

\[
\text{Var}(\hat{\mu}_D) = \frac{\text{Var}(\bar{z})}{g^2} = \frac{1}{ng^2} \left( \sigma_z^2 - 2b\sigma_{xz} + b^2\sigma_x^2 \right). \tag{3}
\]
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Diana and Perri (2009) reported that the $\text{Var}(\hat{\mu}_D)$ is minimum for $b = \frac{\sigma_{xz}}{\sigma_x^2}$ with minimum variance given by

$$
\text{Var}(\hat{\mu}_D)_{\text{min}} = \frac{1}{ng^2} \sigma_z^2 \left(1 - \rho_{xz}^2\right). \tag{4}
$$

An ordinary least squares estimate of $b$ is suggested to be used as $\hat{b} = \frac{s_{xz}}{s_x^2}$ when the parameter $b$ is unknown. The result for the variance of $\hat{\mu}_D$ given in (4) will still be valid to the first order of approximation.

As mentioned earlier, this study is about the thought of making use of higher order moments of the auxiliary variable; we now present the planned class of estimators in the next section.

3. Proposed Class of estimators

Letting $\mu' = \mu^2 + \sigma_x^2$ be the second order raw moment of the auxiliary variable $X$, the new proposed class of estimators is given by

$$
\hat{\mu}_N = \frac{\bar{z}_g - f}{g}, \quad g \neq 0,
$$

where $\bar{z}_g = \bar{x} + \lambda_1 (\mu_x - \bar{x}) + \lambda_2 (\mu'_x - \bar{x})$, $\lambda_1$ and $\lambda_2$ are regression coefficients and $m'_i = n^{-1} \sum_{j=1}^n x_j^2$. Let $x_i^2 = q_i$, then $m'_i = n^{-1} \sum_{j=1}^n q_j$. It is obvious that the regression coefficients $\lambda_1$ and $\lambda_2$ may be either known or unknown. We consider both the situations when $\lambda_1$ and $\lambda_2$ are known and unknown one by one.

(i) Case of known $\lambda_1$ and $\lambda_2$

Under the condition $f + g \pi = \theta$, the expectation and variance of $\hat{\mu}_N$ are given by

$$
E(\hat{\mu}_N) = \frac{\theta - f}{g} = \pi, \quad \text{and}
$$

$$
\text{Var}(\hat{\mu}_N) = \frac{1}{ng^2} \left(\sigma_z^2 + \lambda_1^2 \sigma_x^2 + \lambda_2^2 \sigma_q^2 + 2\lambda_1 \lambda_2 \rho_{xz} + 2\lambda_1 \lambda_2 \rho_{xq} + 2\lambda_1 \lambda_2 \rho_{xq} \sigma_{xq}\right), \tag{5}
$$

which attains its minimum when

$$
\lambda_1 = \frac{\sigma_{xz}^2 - \sigma_{xq}^2 \sigma_{xq}^2}{\sigma_{xq}^2 \sigma_x^2 - \sigma_{xq}^2 \sigma_{xq}^2}, \quad \lambda_2 = \frac{\sigma_{xz}^2 - \sigma_{xq}^2 \sigma_{xq}^2}{\sigma_{xq}^2 \sigma_x^2 - \sigma_{xq}^2 \sigma_{xq}^2}. \tag{6}
$$

The minimum variance of $\hat{\mu}_N$ now is given by

$$
\text{Var}(\hat{\mu}_N)_{\text{min}} = \frac{\sigma_z^2}{ng^2} \left(\frac{\sigma_{xq}^2 \rho_{xz}^2 + \sigma_x^2 \sigma_{xq}^2 - 2\sigma_{xz}^2 \sigma_{xq}^2 \sigma_{xq}^2}{\sigma_{xq}^2 \sigma_x^2 - \sigma_{xq}^2 \sigma_{xq}^2}\right). \tag{7}
$$

To have a more simplified expression of $\text{Var}(\hat{\mu}_N)_{\text{min}}$, we define

$$
V_{200} = \frac{\sigma_{xz}^2}{n}, \quad V_{202} = \frac{\sigma_{xq}^2}{n}, \quad V_{020} = \frac{\sigma_{xz}^2}{n}, \quad V_{002} = \frac{\sigma_{xq}^2}{n}, \quad V_{110} = \frac{\sigma_{xz}^2}{n}, \quad V_{111} = \frac{\sigma_{xq}^2}{n}, \quad V_{011} = \frac{\sigma_{xq}^2}{n}, \quad V_{011} = \frac{\sigma_{xq}^2}{n},
$$

$$
\phi_{abc} = \frac{V_{abc}}{V_{200} V_{020} V_{002}}, \quad \text{and} \quad \psi^2 = \frac{(\phi_{011} - \rho_{xz} \phi_{111})^2}{\phi_{020} - \phi_{111}^2}.
$$

Then

$$
\phi_{110} = \frac{V_{110}}{V_{200} V_{020} V_{002}} = \frac{\sigma_{xz}}{\sigma_x^2}, \quad \phi_{101} = \frac{V_{101}}{V_{200} V_{020} V_{002}} = \frac{\sigma_{xz}}{\sigma_x^2}, \quad \phi_{011} = \frac{V_{011}}{V_{200} V_{020} V_{002}} = \frac{\sigma_{xq}}{\sigma_x^2},
$$

$$
\phi_{002} = \frac{V_{002}}{V_{200} V_{020} V_{002}} = \frac{\sigma_{xq}^2}{\sigma_x^4} \quad \text{and} \quad \psi^2 = \frac{1 - \rho_{xz}^2}{1 - \rho_{xq}^2}.
$$
Now by substituting the above defined quantities in (7), we get

\[
\text{Var}(\hat{\mu}_N)_{\min} = \frac{\sigma^2_{\text{ZQ}}}{ng^2} \left\{ 1 - \left( \rho^2_{\text{ZX}} + \rho^2_{\text{QX}} - 2\rho_{\text{ZX}}\rho_{\text{QX}}\rho_{\text{XQ}} \right) \right\}.
\]  

(8)

Now consider

\[
\psi^2 + \rho^2_{\text{ZX}} = \left( \rho_{\text{QZ}} - \rho_{\text{ZX}}\rho_{\text{QX}} \right)^2 + \rho^2_{\text{ZX}} = \left( \rho^2_{\text{QZ}} + \rho^2_{\text{ZX}} - 2\rho_{\text{ZX}}\rho_{\text{QX}}\rho_{\text{QZ}} \right) \left( 1 - \rho^2_{\text{QX}} \right).
\]  

(9)

Thus by (8) and (9) we get

\[
\text{Var}(\hat{\mu}_N)_{\min} = \frac{\sigma^2_{\text{ZQ}}}{ng^2} \left\{ 1 - \rho^2_{\text{ZX}} - \psi^2 \right\}.
\]  

(10)

(ii) Case of unknown \( \lambda_1 \) and \( \lambda_2 \)

As \( \lambda_1 \) and \( \lambda_2 \) are the regression coefficients of the variable \( X \) and \( Q \) in the regression of \( Z = \lambda_0 + \lambda_1 X + \lambda_2 Q + \varepsilon \), where \( \lambda_0 \) is constant and \( \varepsilon \) is the error term so the unbiased ordinary least squares estimators of \( \lambda_1 \) and \( \lambda_2 \) are given by \( \hat{\lambda}_1 = \frac{s^2_{\text{QZ}} - s^2_{\text{ZX}} s^2_{\text{QX}}}{s^2_{\text{XQ}} - s^2_{\text{QX}}} \) and \( \hat{\lambda}_2 = \frac{s^2_{\text{XZ}} s^2_{\text{QX}} - s^2_{\text{QZ}} s^2_{\text{QX}}}{s^2_{\text{XQ}} - s^2_{\text{QX}}} \), which minimize the error sum of squares. Thus our class of estimators becomes

\[
\hat{\mu}_N = \frac{\hat{z}_g - f}{g}, \quad g \neq 0,
\]  

(11)

where \( \hat{z}_g = \bar{z} + \hat{\lambda}_1 (\bar{X} - \bar{x}) + \hat{\lambda}_2 (\bar{X}_2 - \bar{m}_2) \). Following the steps as in the case of known \( \lambda_1 \) and \( \lambda_2 \) it can be shown that to the first order of approximation through Taylor’s series expansion the expectation and variance of \( \hat{\mu}_N \) are given by

\[
E(\hat{\mu}_N) = \frac{E(\hat{z}_g) - f}{g} = \pi,
\]

\[
\text{Var}(\hat{\mu}_N) = \frac{\sigma^2_{\text{ZQ}}}{ng^2} \left\{ 1 - \rho^2_{\text{ZX}} - \psi^2 \right\}.
\]  

(12)

Now we give the comparisons of the proposed class of estimators with the Diana and Perri (2009) class of estimators. It is clear from (4), (10) and (12) that we do not need to consider both the cases of known and unknown regression coefficients separately since the comparison in one case remain valid in the other case. The proposed class of estimators will be more efficient than the Diana and Perri (2009) class if

\[
\text{Var}(\hat{\mu}_D)_{\min} - \text{Var}(\hat{\mu}_N)_{\min} \geq 0
\]

\[
\frac{\sigma^2_{\text{ZQ}}}{ng^2} \left\{ 1 - \rho^2_{\text{ZX}} \right\} - \frac{\sigma^2_{\text{ZQ}}}{ng^2} \left\{ 1 - \rho^2_{\text{ZX}} - \psi^2 \right\} \geq 0
\]

\[
\{ 1 - \rho^2_{\text{ZX}} \} - \psi^2 \geq 0
\]

\[
\psi^2 \geq 0
\]

which is always a non-negative quantity.

4. Conclusions

With the exception of the works by Chaudhuri and Mukerjee (1988), Allen and Singh (2001), Grewal et al. (2006), Zaizai (2006) and Diana and Perri (2009, 2010) it is hard to find any work improving the RRMs further in the situations where auxiliary information is utilized. However, in many social, medical, agricultural or economic studies some auxiliary variables may be found and measured with ease and no extra sampling expenditures. For instance, in the study on taxable income of a large scale firm the number of workers and their salaries can be taken as auxiliary variables. To achieve the utmost gain from auxiliary variable it should be taken in a way that it is easy to collect, seemingly non-sensitive and correlated with the study variable, so that a rough guess by the interviewer himself may be applied as a test gauge on the collected answers.
With these settings a advantageous use of auxiliary variable, in terms of improved precision, can be made at the estimation stage of the study. Moving on this thought we proposed a general class of estimators utilizing the known higher order moments of the auxiliary variable. The best estimator in this class performs better than best estimator in Diana and Perri (2009) class. It is be noted that the proposed class of estimators has also an advantage of including the Diana and Perri (2009) class if $\lambda_2 = 0$. It may also be explored and proliferated further using some other function of auxiliary variables such as coefficients of variance, skewness and kurtosis or any other function of auxiliary variable for which an unbiased estimator is readily available.
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