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Abstract 
 

Liberalists attribute a positive effect to interdependence in that the more a disputing dyad is mutually economic 
dependent, the smaller the probability that that dyad goes to war. This theory is based on the assumption that 
militarized disputes disrupt the economy, assumption which has been empirically supported only by part of the 
literature on the topic. In this paper it is argued that even non-militarized disputes like natural gas disputes can 
play a key role in affecting the economy of disputing countries. The PP-NGARCH model shows moderate 
evidence of significant and negative effects of gas disputes on the economy of several European countries. Given 
the relevance of these crises at the international level, it is concluded that the militarization requirement entirely 
disregards a whole set of relevant disputes. This issue may be the cause of a systematic bias in the results of a 
large portion of the literature on the effects of political disputes on the economy.  
 

Key Words: Non-Militarized Disputes, GDP, Gas Disputes, Pooled Panel Nonlinear Generalized Auto 
Regressive Conditional Heteroskedasticity (PP-NGARCH), Principal Component Analysis (PCA) 
 

1. Introductory Theoretical Background 
 

A lot of research has been done to study the influence of economic interdependence on the probability of war in 
political science. Above all, the Democratic Peace is probably the theory that has contributed the most to the 
growth of this field especially in the 90s. The origins of this theory can be traced back to several worksi and also 
to Kantii, according to whom peace is the result of democracy (where leaders are not free to wage wars 
arbitrarily), morality (or respect of other people and other democracies), and economic interdependence, which 
makes negotiation and peace in general more preferable options over conflictiii. Democratic peace theorists like 
Maoz and Abdolaliiv, Bueno de Mesquita and Lalmanv, Bueno de Mesquita and Lalmanvi, and Oneal et al.vii agree 
on the fact that the more economically entrenched a dyad is, the less likely it is that this dyad will be involved in 
an armed conflict. Similar conclusions are drawn by Domkeviii, Keohane and Nyeix, Risse-Kappenx.  
 

The debate in political science, however, is often shaped in terms of whether the realist paradigm or the liberalist 
paradigm is more correct. According to liberalists, trade reduces the probability that two highly-trading countries 
start a war against each other. The assumption is that both countries’ leaders expect that the trading benefits will 
be reduced or even completely removedxi. To realists, however, trade has no significant effect on the probability 
of warxii. Other scientists have actually discovered that asymmetric trade can actually lead to an increase of the 
probability of warxiii. Although the differences of these empirical studies can be attributed to methodology, some 
others have argued that both realists’ and liberalists’ claims can be unified under the observation that the 
relationship between war and trade is curvilinearxiv. 
 

The liberalist proposition is based on three assumptionsxv: first, societies achieve a higher level of welfare by 
successfully trading with each other. Second, war in its most serious notation is assumed to have a significant and 
negative effect on trade. Third, countries’ leaders are aware of the importance of trade for their societies, the 
potential impact of war on trade and base their decisions on this awareness. Results that offer no empirical support 
for any of these assumptions contradict the liberalist hypothesis. Other researchers have focused their attention on 
proving the liberalist assumption, where war disrupts trade. In particular, Barbieri & Levyxvi find in their analysis 
(which excludes great power wars) no relevant trace of the validity of the second assumption upon which the 
liberalist claim rests.  
 

Anderton and Carterxvii, however, find reasonably strong evidence that war does indeed disrupt trade, finding 
which is further reinforced by similar, yet weaker, results regarding non-major powers. Strong and negative 
effects are found by other researchersxviii, who also emphasize the fact that wars and other militarized conflicts are 
often followed by complete or partial embargos and by raising costs for private agents to engage in profitable 
tradesxix. 
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Despite the relatively large amount of literature describing the effect of militarized disputes on trade and more 
generally the economy, no relevant studies are found concerning the effect of non-militarized disputes on the 
economy. The literature described above relies on Jones, Bremer, Singer’ definitionxx of Militarized Inter-state 
Dispute (MID), according to whom militarizationxxi is a good indicator of the seriousness of a conflictxxii. 
However, as noted by neoliberalists like Axelrod and Keohanexxiii and Keohane and Nyexxiv, the use of force is 
nowadays no more an affordable venture due to the high interdependence and wars’ high individual and social 
costs. To these authors, force is a remedy for resolving serious disputes that will be less and less relied upon in 
modern societies.  
 

Thus non-militarized disputes cannot be ignored, especially in the case where one finds evidence that non-
militarized disputes like gas disputes can affect the economy. This work is designed to investigate the relevance 
of non-militarized disputes in a politically and economically central area like Europe. 
 

2. Research Design 
 

Data 
 

Gas disputed received widespread media attention especially after 2004, when large disruptions occurred, 
prompting protests and official complaints throughout Europe, especially among those countries that were 
affected the most. European institutions played an important role in defusing these conflicts, as emphasized by the 
2006 Ukraine-Russia dispute, when several European customers reacted by harshly criticizing and urging the 
disputing parties to reach an agreementxxv. Despite repeated European interventions, the intensity of these 
conflicts reached in the first decade of the third millennium a level that was unseen since the seventies. Political 
scientists have noted that especially those conflicts that started in 2004 or later can be justified not only in 
economic terms, but also, and more importantly, in political termsxxvi.  
 

In this work the fact is taken into account that analyzing just European countries with high dependence on 
Russian energy might bias the results of the statistical analysis reported below. For this reason a total of nine 
countries were selected, three for each of the dependence level on Russian natural gas as described in Youngsxxvii, 
based on their importance as members of the Council of the European Unionxxviii, an important legislative 
institution in the EU also in security and energy mattersxxix. The time frame spans from the first quarter 2003 to 
the fourth quarter 2009 for one model, which is here called GDP model (N=252). Such time span has been chosen 
given Youngs’ notation that especially after 2004 Russia has not hesitated using the gas weapon to achieve 
predefined political and economic goals, and . In doing so, it is hoped to capture a phenomenon that is relatively 
constant over the years analyzed, thus reducing the probability of making incorrect inferences. By measuring the 
effect of gas disputed on GDP the robustness of the findings presented here is reinforced that even non-militarized 
disputes can have an impact on the economy. 
 

The use of quarterly data to long terms effects of these crises can be justified thanks to the fact that the start of 
these gas disputes coincides with the start of a new quarter (Table I). 
 

Table I: Dates Corresponding to the Start of the Disputes Analyzed 
 

Crisis Start Quarter Date negotiations failed 
Belarus-Russia 2004 Q1-04 January 1, 2004 

Moldova-Russia 2006 Q1-06 January 1, 2006 
Belarus-Russia 2006 Q2-06 

 
End of March 2006 

Ukraine-Russia 2006 Q1-06 January 1, 2006 
Belarus-Russia 2007 Q3-07 August 1, 2007 
Ukraine-Russia 2009 Q1-09 January 1, 2009 

 

 

In order to maximize the internal validity of the model, several other control variables have been introducedxxx, 
here including variables measuring the exchange rate between the euro and the dollar, exchange rate between the 
local currency and euro (UK), exchange rate between the dollar and the euro, gas pricesxxxi, oil prices, domestic 
demandxxxii, inflationxxxiii, industrial productionxxxiv, exports and importsxxxv, unemployment ratexxxvi, balance of 
paymentsxxxvii, real consumptionxxxviii, deposit/ lending interest, government consolidated gross debtxxxix are used as 
controlsxl. The information content of a large portion of these variables has been condensed in just three variables 
created using Principal Component Analysis (PCA)xli in order to minimize multicollinearity and avoid issues of 
insufficient degrees of freedom. 
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Statistical Approach 
 

Based on the Interrupted Time Series modelsxlii described by Campbellxliii, Campbell and Stanleyxliv and 
McDowall et al.xlv, the significance of the impact of the gas disputes and political reaction was represented by a 
set of ‘1s’ in correspondence with a particular shock or intervention and zeros beforexlvi.  
 

Such models are more formally represented as 
 

 
and also as 

. 
 

Where the intervention function It can be represented as a variable consisting of zeros before the intervention and 
1s during or after that. As suggested by McDowall et al., it is a closer look at the data that can suggest the possible 
economic effects of the natural gas disputes on the nine countries under investigation in this study. 
 

 
 

Figure 1: GDP Levels and Gas Disputes 
 

The duration of the effect of gas disputes on external economies has been estimated by observing the dependent 
variable (Figure 1) and building hypotheses concerning the duration of the impactxlvii. The results of this analysis 
are summarized in Table II. 
 

Table II: Observed Duration of Impact of Gas Crises (Quarters) 
 

Dispute Duration in quarters 
Belarus-Russia 2004 1,2 

Moldova-Russia 2006 1,2 
Belarus-Russia 2006 1,2,4,5 
Ukraine-Russia 2006 1,2 
Belarus-Russia 2007 1,2,4 
Ukraine-Russia 2009 1,2,3 

 

The implementation of a GARCH model is required due to the presence of heteroskedasticity, as also supported 
by the significantly better fit of this modelxlviii and the visual inspection of residuals. Current GARCH models are 
the results of the findings of Englexlix, Bollerslevl, who introduced into the model also p lags of the conditional 
varianceli, where p, as indicated above indicated the autoregressive lags and q the ARCH (moving average) 

orderlii. In addition, an ARIMA(p,q) model can be used to identify the p and liii.  
 

A GARCH model can be generalized in order to allow it to take into account this property of the markets 
according to which negative turns of the market affect the returns more heavily than positive ones. Nonlinear 
GARCH models (NGARCH), are therefore represented as follows 

, 
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where it is evident that a negative piece of news ( ) has a greater effect than , a positive piece of news (

)liv.  
 

The presence of heteroskedasticity, which cannot be treated even by logging the dependent variable, requires the 
implementation of a PP-NGARCH model, fact that is also supported by the significantly better fit of the models lv 
and the visual inspection of residuals showed in Figure 2.  
 

 
 

Figure 2: Residuals of a Pooled Cross Sectional GDP Model with First Order Autoregressive and Moving 
Average Disturbances 

 

The Shapiro-Silk normality test shows that the residuals do not follow a normal distribution, results which are 
also confirmed by the Skeweness/Kurtosis test for normalitylvi. For this reason, robust standard errors are 
employed for a more reliable estimation of the standard errorslvii. This model shows a better fit according to the 
AIC and BIC tests; it reasonably follows a straight line, but, as shown in Figure 3, it clearly fails to model some 
variance at the extremes of the distribution, suggesting that there are some minor residual patterns in the data. 
 
 
 

 
 

Figure 3: QQ Normal Scores of Standardized Residuals from the fitted PP-NARCH Model with AR and MA disturbances 
 

The data collected, however, is affected not only by heteroskedasticity, but also by multicollinearity. The high 
multicollinearity stems especially from the macroeconomic datalviii, which, as mentioned above, requires the 
generation of statistically independent factors through the use of PCA.  

0 tz
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Linear algebra allows the dimensional reduction of a complex database not simply by arbitrarily selecting those to 
be eliminated, but by using a scientific method that supports the generation of a set of statistically independent 
factors that retains the highest informational content, and dismissing the variables that represent just noise or that 
are redundantlix. Control variables like the exchange rate between the Euro and the Dollar, Euro and British 
Pound, Oil price, Gas price were not processed with PCA in order to be able to test the ability of the model to 
estimate correct parameters for these control variables. Highly collinear variables (even if not significant) were 
not removed from the model in order not to bias the estimation of the parameters. By doing so, the average VIF 
equals 5.67, thus just slightly more than the value of 5 suggested by the literaturelx. To minimize multicollinearity, 
one variable was created to measure the effect of the 2006 and 2009 Ukrainian disputes, as shown below in Table 
III. 
 

3. Empirical Results 
 

The estimation of the PP-NGARCH model shows that 4 disputes had a significant effect (p-value < 0.1) on the 
analyzed European economies, namely the 2006 and 2009 Ukrainian disputes and the 2004 and 2006 Belarusian 
crises (Table III). 
 

Table III: Regression Results of the PP-NARCH Model 
 

Variables Estimated parameter p-value 

Gas price -0.05051 0.187 
Oil price 0.000884 0.889 

Exchange Euro-Pound -0.73023 0.39 
Exchange rate Euro-US Dollar -2.1385 0.12 

Factor 1 -0.02656 0.21 
Factor 2 0.007612 0.556 
Factor 3 -0.02982 0.217 

Belarus 2004 -1.49683*** <0.001*** 
Belarus 2006 -0.41896** 0.021** 

Moldova 2006 0.23299 0.169 
Belarus 2007  -0.00304 0.981 

Ukraine 2006 and 2009 -0.40146* 0.057* 
Constant 4.251081 0.118 

 
No significant relationship is found for the two remaining crises, the one between Moldova and Russia in 2006, 
and the one between Russia and Belarus in 2007. 
 

Similar results (sometimes weaker, some other times stronger) are offered by alternative model specifications 
(Table IV). The vast majority of these models emphasize the strong significance of the variable measuring 
especially the 2004 dispute, as found also in the best model identified. Similar observations can be made for the 
crisis between the same countries in 2006, and, to a minor extent also for the two Ukrainian crises in 2006 and 
2009.  
 

Table IV Hypotheses Supported by Alternative Model Specifications 
 

Model Significant and Negative effect (Crises) 
1. PP-NARCH, ma(1) ar(1) Belarus 2004, Belarus 2006, Ukraine 2006 and 2009 
2. PP-NARCH, ma(2) ar(2) Belarus 2006 
3. PP-NARCH Belarus 2006 
4. PP-ARCH (1), ma(1) ar(1) Belarus 2004, Belarus 2006, Ukraine 2006 and 2009 
5. PP-ARCH (1) Belarus 2004, Belarus 2006 
6. PP-GARCH (1,2) Belarus 2004, Belarus 2006 
7. FE (within) regression with AR(1)  Belarus 2004 
8. PP-NAGARCH(1,0) Belarus 2004, Belarus 2006, Ukraine 2006 and 2009 

 

Despite the use of PCA to drastically reduce multicollinearity, gas price, oil price, exchange Euro-British Pound, 
and exchange Euro-Dollar are found to be non-significant, suggesting that these variables do not add anything 
new to the informational content of the other macroeconomic variables. 
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4. Theoretical Implications 

 

The liberalist claim that interdependence lowers the probability of war seems to hold even in case of non-
militarized conflicts like gas disputes. The results of this work emphasize that natural gas disputes (like the ones 
between Russia, some of its former satellites and several European institutions) can heavily affect the economy of 
at least one of the disputing parties. The absence of the militarization feature that characterizes the vast majority 
of the studies on war and trade does not prevent these unconventional political crises from being relevant and 
worthy of the attention of political scientists and economists altogether. This suggests that even if a conflict is not 
included in the definition of a MID because of a lack of militarization, other criteria should be included in order to 
better address the seriousness of a conflict and to avoid selection bias arising from studying only cases in which 
force was either used, displayed or threatened. The results presented here are robust given the relative conformity 
of the results of the alternative model specifications considered here and invites political scientists and economists 
to perform a similar study using a larger number of disputes, for example like those at the hostility level of 1 
described in the MID data. 
 

This research could be further enriched by better investigating possible issues of endogeneity, and applying the 
same analysis on Russia and the ex-Soviet countries involved in the disputes. However, given the paucity and the 
unreliability of the macroeconomic data (which can be arguably assumed to be even getting worse since the 1990s 
due to Putin’s power centralizing efforts), it is here preferred to limit this work to the study of the effect of the gas 
disputes on the economy of nine important European countries, which represent a consistent portion of one of the 
parties involved in the dispute.  
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